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Introduction to ACI
(Application Centric Infrastructure)



Cisco

Simpler & better networking for
your business

Any DC network: Any Size,
Anywhere, Any form

Based on Nexus 9000 covering
any bandwidth (100Mbps -
400Gbps)

ACI
The network

made

Optimize
Your
Network

Protect Your
Business



ACI
The network

made

*

Optimize Your Network

- Single point of configuration

and troubleshooting

. Turnkey network automation
. Security / L4-7 automation

. Scale within/across DCs

and geographies

- Simplify DC Interconnect

. Seamless integration of underlay

and overlay
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Accelerate Multicloud

- Single policy and seamless connectivity
across any data center and public cloud

- Multiple Pods, Sites, Clouds, Hypervisors,

- Any workload, any location, any cloud

Cloud automation integration through:
APIs, vRealize, AzurePack, OpenStack, UCSD,
ACI Plugin for VMWare vCenter, Azure Stack,
Red Hat Virtualization Manager, Kubernetes
Integration, OpenShift Integration, PCF
Integration, ServiceNow, SCVMM.




Up to 18 RUs Scale-up

The DC network before

Classic modular switching

Linecards (Copper, Fiber, 1/10G)

The DC network NOW
ACI

APICs
1, 3 or more)

Zero-touch L2 VXLAN
No STP

LEAVES < >
(1 to 200 or more*) Scale as you need

* > 200 Leaves with MultiPod/Multi-Site

** Other topologies available (e.g. 3-tier, etc)



ACI: The elements

. L-Size (Recommended for
3 Recommended for Production Physical 1000+ physical leaf ports)

At least 1 physical APIC required M-size (Recommended for
<1000 physical leaf ports)

e
Nexus 9300

(9332C, 9364C)

Nexus 9500

(w/9700 LCs)

e Virtual
Virtual/Container networking integration vPod

(except vPod mode) Nexus 9300 (vLeaf)
(100M/1/10/25/40/50/100/400G)

Multisite
Only applies to Physical Leaves Advantage C(g R Mg:lnl’cgge”
(no licensing on APICs nor Spines) Essentials Per AVE License

VMM + Containers

Virtual
vPod
(vSpine)
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ACI: Consistent, automated and simpler networking

Single point of management for all your Physical,
Virtual, Container-based and Cloud Networking

y,

Nexus 9000

Leaf Layer
Nexus 9000

G GD G @ @& sicou

L4-L7 Services
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ACI
The network made simple



Understanding ACI Discovery, Protocols and Automation
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>‘ ‘ ‘ APICS Fully Automated

BGP RR SPINE NODES

TEP Pool: 192.168.0.0/16
Infra VLAN: 4093

VXLAN Encap/Decap

LEAF NODES

L3 Out Scale as you need
(OSPF,BGP, EIGRP)




ACI Policy Model

e
Tenant — CiscolLive Orlando




ACI Policy Model: EPG To EPG Communication

EPG-A



ACl Anywhere

Any Workload, Any Location, Any Cloud

« ACI Anywhere

amazon
webservices

IBM- Cloud

- '-) - /s Microsoft

Azure

B BEEBEBEBEB BE BB EE B

Security Everywhere @ Analytics Everywhere O Policy Everywhere o
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Single Site ACI Multi-Site ACI

Nexus Dashboard
A\ Azure G?', Multi-Site Orchestrator )

e

EUS)
)
% aws A\ Azure
Separate management and Single management and logical network
configuration per site (isolated sites) configuration with automated interconnect




single site ACl <

On-Premises

Active-Active Data Centers | DC/Paod Interconnect | Co-Lo and Regional Data Centers

G  singlerod

Central Management
Automated L2 Extension (VXLAN) over L3 network

B B B

Multi-Pod Remote Leaf Virtual ACI (vPod)

General L3 network requirements: Payload MTU (add 50+ bytes) & DHCP Relay to APIC




ACl| Multipod
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Active-Active DCs

Any Routed Network (IPN)

Automated L2 DCI VXLAN extension

Single

<=50 ms
12

Multicast
& Jumbo Frames



Single Site ACl Active-Active Data Centers DC/Pod Interconnect Co-Lo and Regional Data Centers

On-Premises
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* Automated OSPF underlay connectivity for physical links between Spines. Not suitable for more than 2 Pods



Single Site ACl 4 Active-Active Data Centers DC/Pod Interconnect Co-Lo and Regional Data Centers

On-Premises

i_
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Common deployments
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Less than 50 ms in RTT
Multicast support for BUM (PIM-bidir)

Spines on each pod connect to IPN first-hop
using OSPF on VLAN 4

L B B N
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*In addition to Jumbo Frames (1550+ MTU) and DHCP Relay support on remote IPN First Hop



AC| Remote Leaf

Any Routed IP Network
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Single
Automated L2 VXLAN extension

300 ms
20

S=

Zero Touch Auto Discovery



ACI vPod

dws

IBM Cloud

N

Bare Metal Cloud

Any Routed IP Network

*N

[

VM VM

(

Brownfield

EQUINIX

Co-location/Remote DC

Single
Automated L2 VXLAN extension

Virtual Spine/Leaf I

AVE o4 I

i wSpina ﬁ ﬁ vSpine

vSpine ﬁ vSpine

vLeaf i




Multi-Site AC| 4 Business continuity/DR/DRaaS | DC/Cloud Interconnect | VM Mobility & Cloud Migration
On-Prem & Cloud

Nexus Dashboard
IA Azure @ Multi-Site Orchestrator )

e e ®s

Central Management
Automated VXLAN and MP-BGP

(- @5 (-3

AClI site(s) (On-prem) Cloud ACI (AWS) Cloud ACI (Azure)

Routed network requirements: MTU >=1550 and < 1s RTT between APIC & MSO




ACI Multi-Site
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Nexus Dashboard
Orchestrator (NDO)

Single
Automated L2 DCI VXLAN extension

=1s

No Multicast

Phased

12



Multi-Site ACI

On-Premises

2 Sites Back-to-Back

Business continuity/DR/DA | DC Interconnect | VM Mobility & Migration

Nexus Dashboard N
Multi-Site Orchestrator \\\
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An on-prem AClI site is similar to a cloud seesassaa ‘
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You can run both Multi-Site and Multi-Pod at
the same time. Remote Leaf also supported
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* Automated OSPF underlay connectivity for physical links between Spines. Not suitable for more than 2 Sites



Multi-Site ACI 4

On-Premises

Business continuity/DR/DA |

DC/Pod Interconnect |
Up to 12 Sites

Nexus Dashboard N
Multi-Site Orchestrator \\\

VM Mobility & Migration

Common deployments

Spines on each site connect to ISN first-hop
using OSPF on VLAN 4

*In addition to Jumbo Frames (1550+ MTU) and 1 second RTT from Nexus Dashboard MSO to APIC



ACI Multi-Pod and Multi-Site

Connectivity between Pods and Sites

APIC Cluster

Pod ‘A’ r " i Pod ‘B’

Site 1 Site 2
* Only 2" generation spines must be connected to the external network

* Need to add 2" gen spines in each Pod (at least two per Pod) and migrate connections to the IPN from 15t gen spines to 2" gen
spines

= Single ‘infra’ L30ut and set of uplinks to carry both Multi-Pod and Multi-Site East-West traffic



ACI Multi-Cloud



Multi-Site ACI

Cloud Only

Up to 12 Sites

Cisco CSR-1000v is deployed and configured
automatically in Cloud ACI

IPSec, MP-BGP, VXLAN, routes and OSPF
configurations are automated by Nexus
Dashboard MSO

Reduce learning curve

CSR-1Kv I

vNets I

| Cloud Interconnect | Consistent security policy

Nexus Dashboard N
Multi-Site Orchestrator \\\

CSR-1Kv

Common deployments




Reduce learning curve

| Cloud Interconnect | Consistent security policy

Multi-Site ACI

Hybrid Cloud

Nexus Dashboard
Multi-Site Orchestrator

Up to 12 Sites

Common deployments

CSR-1Kv I

1 @@ ~ I

Inter-Site Network required?

IPSec on-prem termination device(s) are
required. IPSec Configuration can be
downloaded from MSO

MP-BGP, VXLAN, routes and OSPF
configurations are automated by MSO

IPSec Termination
(e.g CSR-1Kv)

Azure Regions

1ISN may traverse the Internet or use a dedicated connection (AWS Direct Connect/Express Route)

*In addition to Jumbo Frames (1550+ MTU) and 1 second RTT from Nexus Dashboard MSO to APIC



Automated Multicloud Interconnect

By Nexus Dashboard A

Multi-Site Orchestrator Terraform ANSIBLE
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* Google Cloud in Roadmap
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